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’ INTRODUCTION

M2 is a homotetrameric, 96-residue bitopic protein in the
membrane of the influenza A virus. It forms a selective Hþ

channel that is critical for the infectivity of the influenza virus, as it
plays a key role in the virus’s entry process.1,2 The virus enters the
host cell via endocytotic uptake,3 and upon endosome acidifica-
tion, two processes ensue: viral membrane fusion and opening of
the M2 channel, which results in a Hþ influx into the virus
interior.4 Acidification of the viral lumen triggers the uncoating of
the viral RNA into the host cell.

M2 is composed of an extracellular N-terminal domain of 24
residues, a 19-residue transmembrane (TM) region, and a
C-terminal cytoplasmic domain of 54 residues. The TM region
forms a homotetrameric helical bundle5�10 that acts as a slow
Hþ channel.1,2,11,12 Experimental and computational studies
have attributed the activation of the channel to the H37 residues
in the TM region, where protonation is thought to open the
channel.4,13�17

Interest in the M2 channel arises from the fact that its Hþ

channel activity can be inhibited by the amino-adamantyls, such
as amantadine (1-aminoadamantane) and rimantadine (1-(1- ada-
mantyl)ethylamine), two commercial drugs that terminate the
replication of influenza A18,19 (see Supporting Information, sup-
plementary Figure 1). Over the past decades however, mutations
have enabled the virus to develop resistance to amino-adamantyls
in over 90% of current influenza A strains.20 A genetic analysis of
amantadine-resistant and amantadine-sensitive strains indicated

that the mutations that conferred amantadine resistance were
localized to four amino acids in the TM domain of M2: V27, A30,
S31, and G34.18,21

A study measuring the direct binding of amantadine to theM2
channel revealed that mutations at positions 30 and 31 cause the
channel to lose the ability to bind the drug, while mutations at
position 27 maintain drug binding.22 The difference between the
mutations and their effect was then explained by the type of
mutation that occurred: the mutations at positions 30 and 31
were to larger and more polar amino acids (A30T, S31N),
whereas the amino acid at position 27 was replaced by a smaller
counterpart (V27A, I27S, I27T).

Since amantadine was found to act on the M2 channel,
numerous studies have been undertaken to elucidate how and
where it binds. Among the first studies in the field were MD
simulations of the M2 helical bundle model23,24 and neutron
diffraction studies.25 Both studies suggested that amantadine is
placed in the pore between residues V27 and S31. In 2007, a
structural model of M2 in the presence of amantadine was
determined by solid-state NMR spectroscopy,26 and later simu-
lations were conducted to model amantadine onto that
structure.27 Residues A30 and S31 were observed to interact
principally with the inhibitor, whereas occasional interactions
occurred with V27, I33, and G34. Amantadine was found to be
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ABSTRACT: The interactions between channels and their
cognate blockers are at the heart of numerous biomedical
phenomena. Herein, we unravel one particularly important
example bearing direct pharmaceutical relevance: the blockage
mechanism of the influenza M2 channel by the anti-flu amino-
adamantyls (amantadine and rimantadine) and how the channel
and, consequently, the virus develop resistance against them.
Using both computational analyses and experimental verifica-
tion, we find that amino-adamantyls inhibit M2's Hþ channel
activity by electrostatic hindrance due to their positively
charged amino group. In contrast, the hydrophobic adamantyl moiety on its own does not impact conductivity. Additionally, we
were able to uncover how mutations in M2 are capable of retaining drug binding on the one hand yet rendering the protein and the
mutated virus resistant to amino-adamantyls on the other hand. We show that the mutated, drug-resistant protein has a larger
binding pocket for the drug. Hence, despite binding the channel, the drug remains sufficiently mobile so as not to exert a Hþ-
blocking positive electrostatic hindrance. Such insight into the blocking mechanism of amino-adamantyls, and resistance thereof,
may aid in the design of next-generation anti-flu agents.
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oriented in the channel such that its amine group was pointing to
the C-terminal side (“amine-down”).

In the following year, an X-ray study determined the structure
of the M2 TM domain (S22�L46) with and without
amantadine.28 The amantadine-bound protein was a mutant
form of M2 (G34A) that was crystallized at pH 5.3. The X-ray
structure (3.5 Å resolution) presented an electron density that
appeared only in the presence of amantadine, surrounded by
residues 27, 30, 31, and 34. At the same time, a solution NMR
study of a longer M2 peptide (S23�K60) in the presence of
rimantadine advocated a different binding location, where
rimantadine binds the outer rim of the helical bundle, interacting
with residues 40�45.29 Computational solvent mapping of
amantadine in these two structures had found the largest hotspot
at the internal binding site of the channel, interacting with a
subset of the residues 27, 30, 31, and 34, while the amine is
pointing at the N-terminal direction (“amine-up”). Further
docking and energy considerations illustrated a second binding
spot outside the channel in the C-terminal region.30

A solid-state NMR study from 2009 examined the chemical
shifts perturbations with and without amantadine and once
again reinforced the observations of the internal binding site
near the N-terminal TM region. In addition, it suggested an
amine-up orientation, since only then is a hydrogen bond with
S31 possible.31 A subsequent solid-state NMR study revealed a
lower affinity binding site at the C-terminus, which is employed
when the amantadine:M2 ratio is increased so that the internal
binding site is saturated.32 Understanding the interactions be-
tween the current, known drugs and the channel may enhance
our ability to design the next generation of M2 blockers that
might serve as effective anti-flu agents.

Herein, we attempt to characterize the binding site and
interactions of amino-adamantyl inhibitors in the channel, un-
ravel the mechanism that enables the inhibition of conductivity,
and finally, understand how mutations confer drug resistance.
We employ a computational route that leads to predictions we
could verify experimentally. In these ways, we provide a detailed
picture of the mechanism of amino-adamantyl inhibition and
resistance thereof.

’RESULTS AND DISCUSSION

Our goal was to understand the mechanism by which amino-
adamantyls inhibit the M2 channel at the molecular level, using
both computational and experimental analyses. We therefore
started by performing calculations aimed at identifying the
binding site of various amino-adamantyl derivatives.

A simulation system was constructed to investigate the M2
TM tetrameric complex in a hydrated lipid bilayer by molecular
dynamics (MD) simulations. The simulation system was
equilibrated for 20 ns, as evident from the stabilization of the
structures (Supporting Information, supplementary Figure 2).
Subsequently, a representative structure of the equilibrated stage
was taken for further analyses.
Drug Binding Location. We next proceeded to calculate the

energetics of drug binding to the channel pore using a potential
of mean force (PMF) analysis. In brief, the PMF is defined as the
change in free energy as a function of a particular reaction
coordinate. Since the membrane plane coincided with the xy
plane of the simulation system, the reaction coordinate was
simply the movement of the drug along the z axis through the
channel. The umbrella sampling approach33 and the standard

weighted histogram analysis method (WHAM)34 were em-
ployed, facilitating sufficient sampling in thermodynamically
unfavorable regions.
The results of the PMF analysis for amantadine and rimanta-

dine binding to the wild-type channel are shown in Figure 1a. It
can be seen that the PMF curves for both inhibitors are similar,
exhibiting three energy maxima, the largest (4�7 kJ/mol) at

Figure 1. (a) PMF profiles for amantadine (black) and rimantadine
(green) along the M2 Singapore wild-type pore axis. (b) Amantadine’s
carbon-NH3

þ vector orientation as a function of the reaction coordi-
nate. A value of þ1 indicates it points upward, and a value of �1
indicates a downward orientation. An expansion of the sampling time
from 1 to 10 ns per simulation slab for the restricted pore region is shown
in violet. For both plots the histograms represent the density distribution
of pore-lining residues. (c) Same as (a) but for the V27A-resistant
mutant.
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H37. The energy barrier at the histidines is expected, as both of
the inhibitors and three of the histidines are positively charged in
the simulation, thereby emulating a channel at pH < 6, which is
most probably open.35 However, the most significant observa-
tion is the local energy minimum that lies in the region between
G34 and S31. The location of the energy trough is similar to that
found in the X-ray structure,28 and as such, henceforth we shall
use it as the drug binding site. Finally, we note that the deeper
energy trough of rimantadine in comparison to amantadine
(Figure 1a) correlates qualitatively to the relative affinities of
the two drugs. Specifically, rimantadine binds the channel more
than an order of magnitude tighter than amantadine;36 hence,
one would expect a lower energy at the binding site in the PMF
profiles, as we observe.
Drug Orientation in the Channel. We next proceeded to

examine the orientation of the drug as a function of its position
along the channel. Specifically, we focused on the location of the
amine group of amantadine relative to the drug’s center of mass.
An orientation in which the amine group is facing the N-terminal
of the pore (amine-up) was marked by a positive value of þ1.
The opposite amine-down orientation, in which the amine faces
the C-terminal, is marked by a negative value of �1.
The data shown in Figure 1b indicate that the amantadine can

freely rotate to any orientation regardless of the initial position
when it is in bulk water. However, once it approaches the protein,
it becomes more restrained, particularly between residues S22
and H37. Amantadine can still rotate to the opposite orientation,
but it does so at a much lower frequency (see expansion of the
sampling from 1 to 10 ns in Figure 1b). Eventually, amantadine is

substantially restrained to the amine-up orientation between V27
and G34. It becomes looser once it reaches a wider region in the
pore at G34 and H37. It is worth noting that, whereas amanta-
dine preferred the amine-up orientation from the N-terminus to
H37, beyond that point an amine-down orientation is assumed
more frequently so that the charged amine is located as far as
possible from the charged histidines once more. After amantadine
exits the protein back into the solvent, it freely flips back and forth.
Calculations Predict an Electrostatic Inhibition Mechan-

ism.As the PMF analysis predicted a preferred binding site of the
drugs that coincided well with the X-ray results,28 we could
proceed to further examine the interactions between the inhibi-
tors and the channel. Toward this end, we ran longer, unrest-
rained simulations of the channel with amantadine initially
positioned in the binding site. Subsequently we could analyze
detailed properties of the system in hopes of uncovering the
inhibition mechanism of the drug.
Initially we examined the movement of the drug relative to its

starting position. Specifically, the z-coordinate movements of
amantadine’s center of mass were examined as a function of the
simulation time (Figure 2a). It can be seen that amantadine
moved by 1�2 Å on the z-axis in the N-terminal direction and
stabilized at that point. Even when random motions led the drug
to move farther away, it returned to the same pore region at z≈
30 Å . During the simulations, we have observed the formation of
a water wire throughout the channel at several instances, thereby
raising the question: How does amantadine inhibit the channel if
not by a physical block?
With the stable structure of the channel-inhibitor complex at

hand, we turned to examine the electrostatic potential in the
region of the channel. Comparison of the electrostatic potentials
of the apo-channel (Figure 3a) to an amantadine-bound channel
(Figure 3b) clearly points to a positive potential centered above
G34 arising from the charged amine of the amantadine. As
control, the electrostatic potential was calculated for a channel
bound to a neutral amantadine, and it was observed that the
positive electrostatic potential does not exist in this instance
(Figure 3c).
Taken together, our calculations allow us to hypothesize that

amantadine inhibits the M2 channel via its positive charge,
forming a prohibitive electrostatic potential for protons to
transverse. Therefore, we proceeded to conduct experiments to
test the validity of our hypothesis.
Experimental Proof of the Electrostatic Inhibition Me-

chanism. In order to experimentally examine the activity of
the M2 channel and its inhibitors, we made use of a recently
devised cell-based assay.36 In brief, the assay monitors the growth
retardation of bacteria due to the expression of theM2 channel in
their periplasmic membrane. Consequently, any drug that blocks
the channel will result in growth enhancement that can readily be
measured. The method is sensitive and highly accurate, so as to
enable detailed affinity measurements between the channel and
its cognate blockers.36

Since our hypothesis posits that the charged amine in aman-
tadine is responsible for channel blockage, it follows that its
neutralization at elevated pH would result in loss of the drug’s
blocking activity. Therefore, we performed the M2 cell-based
assay in a range of pH conditions (5.5�9.0) to examine the
activity of amantadine and rimantadine as a function of pH.
The results in Figure 4a show that bacterial growth is

drastically hampered by the expression of M2 throughout the
entire pH range. In fact, the activity of M2 seems to increase

Figure 2. Movement of amantadine’s center of mass on the z-axis (pore
axis) during three independent trials of an unrestricted MD simulation.
The simulations were performed for the wild-type (a) and V27A (b)
strains. Each color represents an independent trial.
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somewhat as the pH is elevated, perhaps due to the fact that,
when protons are scarce, a proton leakage is particularly deleter-
ious. In other words, at elevated pH, bacterial growth rate might
be limited due to difficulty in maintaining an appreciable proton-
motive force when the concentration of protons is very low.
Thus, any proton leakagemight be particularly detrimental under
basic conditions.
In stark contrast, the ability of amantadine and rimantadine to

relieve growth retardation is dramatically dependent on pH.
Specifically, the results depicted in Figure 4b indicate that
amantadine loses its activity from pH 8.0 and upward, whereas
rimantadine only becomes ineffective at pH 8.5 and above.
Hence, the experimental results are entirely consistent with

our electrostatic blockage hypothesis, in that an increase in pH
renders both drugs incapable of blocking the channel. This is
what we predict should happen when the amine group deproto-
nates at increased pH, since a neutral amine cannot generate a
local positive potential. Furthermore, the difference between the
pH profiles of rimantadine and amantadine may provide further
support to our hypothesis. While the exact pKa values of

amantadine or rimantadine when bound to the protein are not
known, the known higher pKa of rimantadine relative to aman-
tadine in solution37�39 is reflected in the higher pH at which
rimantadine loses activity relative to amantadine: rimantadine is
close to peak activity at pH 8, whereas at the same pH
amantadine has lost more than 50% of its activity (see Figure 4b).
The results of the pH profile analyses of drug activity described

above are consistent with our electrostatic blockage hypothesis,
yet they are not entirely conclusive. For example, several other

Figure 4. M2 activity and blockage at different pH conditions. (a)
Percentage of bacterial growth inhibition (n = 4) when M2 is expressed
(blue). For control (black), inhibition percentages are presented for cells
lacking the M2 expression plasmid. IPTG was added to both bacterial
cultures at equal concentration (40 μM), and the respective percentages
were calculated relative to bacteria in which the IPTGwas not added. (b)
Growth rescue (i.e., drug activity) percentage (n= 3) for amantadine and
rimantadine (both at 100 μM). The rescue percentages are calculated
relative to growth conditions where no drug was added. In both panels
the error bars represent the standard error of the mean, and n is the
number of independent trials. The growth temperature was 28 �C.

Figure 3. Time-averaged electrostatic potential of the M2 Singapore
wild-type channel (a�c) and V27A mutant (d�f): (a,d) channel only;
(b,e) channel with a charged amantadine; and (c,f) channel with a
neutral amantadine. Blue and red represent positive and negative
potential, respectively.
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factors in the growth retardation analysis might be pH depen-
dent, not the least of which is the activity of M2.1 Therefore, we
decided to perform an additional experimental analysis to prove
our electrostatic blockage hypothesis. Specifically, we made use
of an amantadine derivative that is neutral in the experimental
conditions, 1-hydroxyadamantane (adamantanol, see Supporting
Information, supplementary Figure 1). This derivative is iden-
tical to amantadine except that instead of an amine moiety it
contains a hydroxyl group.
Our electrostatic blockage hypothesis posits that adamantanol,

a neutral molecule, should not be able to block the M2 channel,
regardless of pH. Encouragingly, the results shown in Figure 5 are
highly supportive of our hypothesis, in that adamantanol
cannot block M2's channel activity even up to concentrations
of 50 μM. Specifically, we observe that bacteria which express the
M2 channel can barely grow in the presence of 50 μM adaman-
tanol. In contrast, rimantadine at a much lower concentration

(1.25 μM) substantially abrogates the growth retardation caused
by M2 expression. Finally we note that adamantanol is not toxic
to bacteria even up to concentrations of 700 μM (Supporting
Information, supplementary Figure 3).
Importantly, we could prove that the lack of activity of

adamantanol is solely due to the absence of a charged group,
and not due to the fact that it does not bind the channel, in that
both rimantadine and adamantanol bind the channel competi-
tively. The competition is shown in Figure 5b, where we plot the
growth of bacteria that express the M2 channel as a function of
different rimantadine concentrations, with a resultantKMof 13(
4 nM. Yet, when 50 μM adamantanol was added to the
experiment (Figure 5b, red curve), the KM of rimantadine
increased to 91( 1 nM. The reduction of affinity of rimantadine
by nearly an order of magnitude, with little or no impact on its
maximal activity, due to the presence of adamantanol is a clear
indication that the two drugs bind the channel competitively. In
other words, adamantanol binds to the channel at the same or an
overlapping binding site of rimantadine yet has no effect on the
channel’s conductivity.
Taken together, both the pH dependency of amantadine/

rimantadine activity and the lack of activity of adamantanol
provide experimental proof to our hypothesis that the source
of these drugs’ ability to block the channel is their charged
amino group.
How M2 Mutants Develop Drug Resistance. After having

established that the mechanism of inhibition of amino-adaman-
tyls is an electrostatic repulsion of protons by their charged
amino group, we turned to examine how the M2 channel
develops resistance to the drugs. As stated above, we have
previously shown22 that there are two classes of mechanisms
by which M2 develops resistance against amino-adamantyls: (i)
mutations that result in loss of drug binding (e.g., S31N) and (ii)
mutations that retain drug binding (e.g., V27A). While the
mechanism of resistance of class (i) mutations is self-explanatory,
the mechanism of resistance of class (ii) mutations is far less
obvious. Hence, we decided to repeat the above computational
analyses on the V27A mutant in hopes of gaining insight into the
mechanism of drug resistance.
First, the PMF profiles for amantadine and rimantadine

binding to the Singapore V27A resistant mutant were computed.
As can be seen in Figure 1c, the profiles are similar to the wild-
type profile (Figure 1a). The energy barriers at S22 and H37 are
maintained, as well as the energy minimum at G34. However, the
small barrier at V27 has been replaced with another local
minimum since the physical obstruction presented by V27 was
eliminated.
We next proceeded to obtain a longer trajectory of amantadine

in its binding pocket for the V27A mutant. Subsequently, we
analyzed the vertical movement of amantadine in the V27A
channel and compared it to that in the wild-type channel. The
results show that, in contrast to the relative lack of movement of
the drug in the wild-type channel (Figure 2a), amantadine moves
6�7 Å from its initial position in the V27A pore, toward the
N-terminus (Figure 2b). These results are consistent with the
broader energy trough in the PMF profile of drug binding in the
V27A mutant (Figure 1c) relative to the wild-type channel
(Figure 1a).
Finally, we computed the electrostatic potential of the mutant

channel, with and without amantadine bound, and compared the
results to the same analysis of the wild-type channel. The results
of these analyses, presented in Figure 3d�f, are most revealing.

Figure 5. Activity of adamantanol. (a) Growth curves (n= 8) of bacteria
expressing the M2 channel in the presence of 1.25 μM rimantadine
(black) or 50 μM adamantanol (red). Bacteria that do not express the
M2 channel (blue) and bacteria that express the channel without any
drug (green) are used as control. (b) Competition analysis between
adamantanol and rimantadine. The maximal growth rate of bacteria that
express the M2 channel was monitored (n = 8) as a function of varying
concentrations of rimantadine (black). Subsequently, the effect of
50 μM adamantanol on the ability of rimantadine to rescue the bacteria
was measured to evaluate the competitive interaction between the two
drugs (red). The resulting KM values of rimantadine’s activity are
indicated in the graph. The lines indicate a least-squares nonlinear fit
of the data to the standard Monod equation. In both panels the error
represents the standard deviation, and n is the number of independent
trials. The growth temperature was 30 �C, and the final IPTG concen-
tration was 60 μM.
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In contrast to the positive electrostatic potential induced by the
charged amantadine in the wild-type channel (Figure 3b), there
is no similar positive potential anywhere in the vicinity of the
pore for the V27A mutant (Figure 3e)—that is to say, except for
the charge originating from the H37 residues, for all states
considered with and without amantadine, for both strains.
In order to understand why a charged amantadine does not

result in a positive electrostatic potential in the V27Amutant, we
decided tomonitor its position as a function of time and compare
the results with those obtained with the wild-type channel.
Despite the relative stability of amantadine’s center of mass in
the channel upon convergence, as exhibited in Figure 2, the
amine group of the molecule moves by a larger extent when
bound to the V27A mutant. In the wild-type structure, amanta-
dine’s movement is restricted by V27 from above and repelled by
H37 from below. Therefore, amantadine’s movement is limited,

thus creating a focused positive potential in a small region, as
shown in Figure 3b. However, in the V27A mutant, while the
histidine repulsion remains, the valine constriction is removed
(ΔV = 205.6 Å3), so that the amine group scatters over a much
larger region around the N-terminal region of the channel. This
can be viewed in Figure 6, where snapshots of the amantadine’s
nitrogen position during the simulations are illustrated. Combin-
ing this with the PMF calculations, the PMF profile for amanta-
dine inside the V27A channel showed a slightly shallower trough
at G34, meaning that it is easier for amantadine to escape from its
local minimum, thereby resulting in charge delocalization.

’CONCLUSION

The results presented in this work point to a self-consistent
picture detailing the mechanism of inhibition of amino-adaman-
tyls. The charged amino group produced a positive electrostatic
potential in the channel lumen that results in an electrostatic
repulsion of protons. This mechanism is similar to that used by
aquaporin to prevent proton flux through the channel,40�44

whereby a positive electrostatic field in the region of the NPA
motif is thought to serve as the major discriminating determinant
for protons and other positive charges. It is also interesting to
speculate whether the electrostatic blockingmechanismmight be
a more general phenomenon, considering the fact that many
blockers of cation channels are positively charged, while blockers
of anion channels are negatively charged. This speculation must
take into account the fact that any channel is designed such that it
attracts a solute of a given charge, and therefore it is of no surprise
that the solute and the blocker share the same charge.

Finally, we provide a molecular explanation for how a channel
can develop resistance to a particular blocker, despite the fact that
its retains drug binding. In the model shown schematically in
Figure 7, three separate scenarios are shown. The wild-type
channel has a binding pocket delimited by V27 and S31 that is
appropriately sized to fit amantadine snugly (Figure 7a). Hence,
the bound drug remains relatively immobile, and its charged
amine can exert a positive potential that will repel and prevent
any proton from traversing the pore. Resistant mutants employ
two distinct strategies to avoid channel blockage. In the obvious
route, mutations to larger resides at position 31 (e.g., S31N)
occlude the binding site, and therefore the drug cannot bind and
inhibit activity (Figure 7c). In contrast, mutations to smaller
residues at position 27 (e.g., V27A) result in an increase in
the binding pocket volume of 205 Å3 (Figure 7b). This volume
increase is larger than the volume of amantadine. Therefore,
upon binding to the channel, the drugs remain sufficiently mobile
and cannot exert a positive potential to hinder protonmovement.
Taken together, these detailed insights into the mechanism of
drug resistivity may aid in designing new inhibitors against
the virus.

’MATERIALS AND METHODS

Simulation Setup. The structures used in this study were derived
from the X-ray structure of the M2 channel, solved in octyl-β-D-
glucopyranoside micelles, at pH 7.3, PDB code 3BKD.28 The protein
was embedded in a pre-equilibrated dimyristoylphosphocholine
(DMPC) hydrated bilayer. Lipids that collided with the protein in the
range of 1 Å were automatically removed. A visual inspection followed in
order to manually remove further clashes that existed. Crystal waters,
represented as oxygens atoms in the original PDB structure, were kept,
and hydrogen atoms were added to them so that whole water molecules

Figure 6. Snapshots of amantadine’s nitrogen (blue) from unrestrained
MD simulations of the channel with the positively charged inhibitor: up,
wild-type channel; down, V27A channel. Only three of the helices are
shown for visual clarity.
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were simulated. The residues of selenomethionine in position 33 of each
helix in the original structure were mutated back to isoleucine, to
correspond to the Singapore wild-type strain of M2. The N-terminus
was acetylated, and the C-terminus was methyl-amidated.

Since no X-ray structures of amantadine-resistant mutants exist, a
modified version of the wild-type protein was used in order to simulate
amantadine-resistant mutants. The wild-type protein was mutated in
silico using the program Swiss-PdbViewer.45 The overall system’s charge
was neutralized by adding one Naþ ion.
System Equilibration. Each system was subjected to energy

minimization with the conjugate gradient algorithm and a tolerance of
200 kJ mol�1 nm�1, followed by a minimization with the BFGS
algorithm and a tolerance of 100 kJ mol�1 nm�1.

A gradual positional restraints procedure was used to prevent high
perturbations at the beginning of the simulation. This procedure is
described in detail elsewhere,46,47 except that we used a step size of
dk =10 from K = 1000 to 70 kJ mol�1 nm�2, followed by a step size of
dk =1 from K = 69 to 0 kJ mol�1 nm�2. All systems were equilibrated
using MD simulations for 20 ns, and a representative structure was
chosen from the most significant cluster of each simulation.
MD Simulation Parameters. The simulations were conducted

using version 3.3.1 of the GROMACS simulation package48 employing
the united atomsGROMOS96 53a6 force field.49 TheDMPC force-field
parameters were taken from Berger and co-workers.50 The LINCS
algorithm51 was used to constrain bond lengths and angles of hydrogen
atoms, allowing for an integration time step of 2 fs. Atomic coordinates
were saved every 10 ps. The simulations were performed at a constant
temperature of 310 K. Solvent, lipids, and protein were each coupled
separately to a Nos�e�Hoover temperature bath,52,53 with a coupling
constant of τ = 3 ps. The pressure was kept constant by a semi-isotropic,
Parrinello�Rahman pressure coupling54,55 of 1 bar, with a coupling
constant of τ = 1 ps. A cutoff of 1.2 nm was used for van der Waals
interactions. Electrostatic interactions were computed using the PME
algorithm,56 with a 1.2 nm cutoff for the direct space calculation. The
simulations contain∼100 DMPC lipids and∼3600 water molecules in
the FLEXSPC model.57,58 The total number of atoms was ∼16 500.
Potential of Mean Force. The free energy of amantadine and

rimantadine along theM2 pore axis (aligned to the z-axis) was calculated
in the form of 1D-PMF using umbrella sampling.59 The topology of each
inhibitor was obtained from the Dundee PRODRG 2.5 server using the
full-charges topology.60 The inhibitor’s center of mass was restrained
with a harmonic potential to positions along the z-axis, with a force
constant of 10 kcal mol�1 nm�2. The inhibitor was placed at 69
independent z positions (windows), separated by Δz = 1 Å, thereby
traversing the entire range of pore, the lipid head-groups, and the water
on each side of the bilayer. In earlier simulations and docking of the
inhibitors to the triprotonated channel (data not shown), we have
observed the inhibitor flip so that its positively charged amine group is
favored when facing the N-terminal side of the pore and opposite from
the charged histidines. Thus, this was the orientation we employed for
the PMF calculations.

Each windowwas independently subjected to an energyminimization
with the BFGS algorithm with a tolerance of 100 kJ mol�1 nm�1 while
the inhibitor was restrained to the z-axis only, moving freely in the xy
plane in order to maintain its position along the reaction coordinate.
Energy minimization was followed by a position-restrained MD of 1 ns,
where the inhibitor was fixed in all dimensions while the bilayer and the
protein were free to adjust around it. Each window was then simulated
with the umbrella potential for 1 ns.

The biased distributions of the inhibitor’s center of mass on the z-axis
were examined to ensure an overlap between each window and its two
adjacent windows. WHAM was used with 300 bins and a tolerance of
10�3 to unbias the umbrella potential and construct the energy
profiles.34 In addition, the distribution of the amino acids' positions
along the pore was calculated and fitted to the PMF profile.
Unrestrained MD of Amantadine inside M2. The position of

amantadine on the z-axis which yielded the lowest free energy was then
used in further unrestricted MD simulations of 20 ns with the same
parameters as described above. A similar simulation was performed with
a neutral amantadine. The position of amantadine was recorded from the
trajectory, and its movement along the z-axis was examined to see how
far amantadine moved from its original position and howmuch it moved
overall. Furthermore, a calculation of an ensemble-averaged electro-
statics was performed with the PME electrostatics module in VMD,61,62

thereby generating a smoothed electrostatic potential grid for each
simulation. For comparison, the PME calculations were made for the
wild-type channel and for the V27A mutant, with and without

Figure 7. Resistance mechanism ofM2 toward amino-adamantyls. Two
out of the four helices of M2 are shown for clarity. The binding site for
the amino-adamantyls is between residues 27 (red) and 31 (green), as
shown in the X-ray structure.28 In the wild-type channel (a), the drug
(labeled as Aman) fits well in its binding pocket, but in the V27Amutant
(b), the binding pocket has enlarged and the drug is free to move about.
In the S31N mutant (c), a separate resistance mechanism in shown
whereby the binding pocket has decreased such that the drug can no
longer bind. A blue halo around amantadine indicates the positive
electrostatic potential that is formed due to the drug.
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amantadine, where amantadine was again simulated in both its charged
and neutral states. The simulation of the neutral state of amantadine in
M2 was tested in only one trial, whereas the rest of the simulations were
performed with three trials for each configuration.
Analysis. All simulations were visualized with the Visual Molecular

Dynamics (VMD) program.62 The protocols of the simulations and the
various analyzes were made using VMD, the GROMACS analysis
package, and in-house Perl and Tcl scripts.
Chemicals. Amantadine, rimantadine, and 1-hydroxyadamantane

(adamantanol) were purchased from Sigma-Aldrich (St. Louis, MO),
while isopropyl-β-D-thiogalactopyranoside (IPTG) was purchased from
Biochemika-Fluka (Buchs, Switzerland). The pMal-p2x vector was
purchased from New England Biolabs (Ipswich, MA). Tuner (DE3)
and DH10B bacteria were purchased from Novagen (Gibbstown, NJ)
and Invitrogen (Carlsbad, CA), respectively.
Plasmids and Bacterial Strains Design. The Singapore M2

wild-type construct was designed according to the Singapore H2N2
isolate, M2 sequence.18 The gene was flanked by the NcoI and HindIII
restriction sites in the pUC57 plasmid. The sequence was transferred
with the former two restriction sites into the pMal-p2x plasmid via the
XmnI and XbaI restriction sites, in frame to the carboxy terminus of the
MalE protein, following a poly-Asn site. Growth was conducted with the
DH10B or Tuner (DE3) cells.
Cells Growth. Cells bearing or lacking (as a reference) the ion

channel genes were incubated overnight in LB medium containing
100 μg/mL ampicillin. Thereafter, the culture was diluted 100-fold.
Next, 0.1% glucose was added, and the bacteria were grown until
their OD600 reached 0.07�0.1, after which IPTG (60 μM final
concentration) was added to the growth culture. Cells were then divided
into 96-well flat-bottom plates containing the different treatments
(growth volume of 100 μL). The plates were incubated for 16 h at
30 �C in a Synergy 2 multidetection microplate reader from Biotek
(Winooski, VT) at a constant high shaking rate. OD600 readings were
recorded every 15 min.
Inhibitory Constant Derivation. Monod coefficients (Ks) were

derived by measuring the dose�response effect of rimantadine upon the
maximal growth rate of the host bacteria. The maximal growth rates were
obtained from the peaks in the graph indicating the change of theOD600 as
a function of time. The resulting data were nonlinearly fitted according to
theMonod equation relating the growth rate (R) to the drug concentration:

R ¼ Rmax½drug�
Ks þ ½drug�

Note that the control data (i.e., datawithout any drug) were subtracted from
the results in order to serve as a reference.
pH Experiments. Bacteria were grown as above in a pH range of

5.5�9 (ΔpH = 0.5), whereby the buffering was done with 10 mM Bis-
tris propane. The IPTG concentration was 40 μM, and the growth
temperature was 28 �C. To each of the different bacterial cultures,
100 μM amantadine or rimantadine was added, and the effect upon
growth was compared to similar cultures without addition of the drug.
The percentages of inhibition or rescue were calculated by comparing
the overnight OD600 of cultures relative to an untreated culture.
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